# Entity Resolution Algorithms: Part I

The data world is having a come-to-Jesus moment. Brave ambitions to derive beautiful insights from previously unmined data sources are forcing us to face the unwieldy results of haphazardly-collected data. Data preparation, including entity resolution, absorbs a significant portion of analysis efforts. Reconciliation issues are characterized as below:

* Data is fractured across databases, requiring complex joins,
* Platforms built on different architectures,
* Varying data collection techniques invite errors and
* Original purpose of the data leaves missing, changed, multiple interpretation of values.

|  |  |  |
| --- | --- | --- |
| *Table 1 ER vs. Classification [[1]](#footnote-1)* | | |
|  | Entity Resolution | Classification |
| End Entity | Define multi-faceted entities using varying datasets, metadata | Entities are reconciled to each other in an existing static context |
| Single Truth | Relationships are among groups of entities | Pairwise relationships |
| Inputs | Capable of assessing entity across n-number of inputs | Typically matches between two entities at a time |
| Input Sequence | Sequence-neutral; ER models refine entities with new data inputs | Results are sensitive to sequence of when inputs were provided |

Frequently performed manually, entity resolution has quietly evolved into a formal discipline, complete with easily used interfaces[[2]](#footnote-2) and foundational algorithms. This post will focus on the latter of these, summarizing the most popular entity resolution algorithms and their practical implementations.

Clarifications[[3]](#footnote-3):

ER is not Classification. Simply identifying whether or not two records match or do not match is classification while entity resolution develops a dynamic entity using metadata. See *Table 1* for a comparison.

ER is not Clustering. The goal of clustering is to identify similar groupings of entities; the goal of entity resolution is to reconcile different iterations of the same entity down to their common iteration. Differences between the two are itemized in Table 1.

# Underlying Concepts

## Triangular inequality

In this post we will speak in terms of matching between two strings, however, the concept of triangle inequality, which addresses inequality among three entities, is an important consideration as this principle determines whether the algorithm is a formal metric or not.

Mathematically, triangular inequality says that the sum of the length of any two vertices of a triangle is greater than or equal to the length of the third. Alternatively, it may be defined using points. Say we determine that A=B. Separately we determine that B=C. Does it naturally follow that A=C? Not necessarily. Some algorithms preserve Triangular inequality while others defy it.

|  |  |  |
| --- | --- | --- |
| *Table 2 ER Objectives* | | |
| Objective | Description | Examples |
| String Matching | Quantify permutations needed to convert one string to another | Edit Distance, Alignment, Phonetic |
| Distance Metrics | Apply physical distance measures to abstract concept of data objects | Similarity, Text Analytics |
| Relational Matching | Conjunctive view reliant on one data object’s relationship to other objects | Set Based, Aggregate |

Dissimilarity Measure

For every yin there’s a yang. For every similarity, there’s a dissimilarity. When researching, beware that you may stumble on the yang when you were looking for the yin. The dissimilarity measure is, in fact, the discriminating factor separating some of the major algorithms.

# Let’s Get Started

While these two posts is intended as a general overview of algorithms, note that before setting out on your ER task you should first determine which of the main ER objectives is your goal (see *Table 2* for a summary).

For each of the major ER objectives (from *Table 2*) we will:

1. identify popular algorithms which address the objective,
2. describe variations, unique situations for each algorithm, and
3. show practical packages implementing the algorithm in two programming languages (R, Python), covered in Part II of this post

## The Data.

We begin with large datasets and apply blocking techniques[[4]](#footnote-4) to reduce the size of probable matches. For two[[5]](#footnote-5) given records within these datasets we begin with the compilation of a set of comparison vectors of similarity scores for component attributes. A good rule of thumb is that String Matching algorithms cover central concepts which are further developed by algorithms in the later groups.

## The Algorithms: String Matching.

String matching algorithms are concerned with whether or not two strings say the same thing. Outlined in *Table 4*, there are four essential approaches. They may, however, be further subdivided into exact element-by-element character or phonetic comparison.

|  |  |  |
| --- | --- | --- |
| *Table 3 Nature of Similarity Scores in String Matching* | |  |
| Boolean | 0 or 1; Match or non-match |  |
| Edit Distance | Quantified permutations to convert one textual string into another | Levenstein, Jaro-Winkler |
| Jaccard Coefficient | Ratio of existence or absence of one entity’s individual attributes in another | Jaccard |
| Phonetic Similarity | Pronunciation of letters are phonetically related on a 0 to 1 similarity scale  Aka, fuzzy matching | Soundex, Translation |

**Boolean Matching**, is easily understood as a Yes or No, 0 or 1, match or non-match between two strings. It is the most simplistic of the group and is the core logic on which the subsequent algorithms operate.

In the heavily-studied **Edit Distance**, similarity is quantified by physically measuring the permutations needed to convert one string into other. The core implementation of edit distance is **Levenstein**, which penalizes for insertions, deletions and substitutions. Over time Levenstein has been modified with additional costs for gaps (Sellers), transpositions (Smith-Waterman), and affine gaps, i.e., weighted costs per each of the actions or the location of where the permutation must be made (Gotoh).
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The **Jaccard Coefficient** is an element-by-element measure of intersection. Stated otherwise, it is the ratio of the intersecting set to the union set. The Jaccard Coefficient satisfies triangle inequality. One frequently-confused issue: the similarity version of Jaccard and Tanimoto Coefficients are identical, but their dissimilarity coefficients diverge due to triangle inequality. While this justifies the need for two separate algorithms, they are frequently credited as the Jaccard-Tanimoto Coefficient as both mathematicians independently published this ratio unbeknownst of each other.

The fourth, **Phonetic Similarity**, is a throwback to that 80’s-era infomercial, “1-800-ABC-DEFG Hooked on Phonics worked for me!” Phonetic algorithms result in Soundex encodings, which sidestep misspellings and variations, by indexing a table of language-specific homophones for a string’s soundex encoding rather than searching the string itself. Two critical inputs to phonetic similarity are (1) discerning which language the string is written in and (2) knowing the context of the letters you are matching. The crucial former prerequisite is accomplished by matching pronunciation rules of letter sequences using their location in the string (“sch” in German vs. “sz” in Polish at beginning of a string). The latter is accomplished by parsing the string into a sequence of phonetic tokens according to pronunciation rules in that language. The International Phonetic Alphabet (IPA) is popularly used to identify tokens with corresponding sounds, though frequently criticized for being too fine of match.

## The Algorithms: Distance Metrics.

|  |  |  |
| --- | --- | --- |
| *Table 4 Nature of Similarity Scores in String Matching* | |  |
| Euclidean | ‘As-the-crow-flies’ distance | L2-Norm, Ruler, Spearman[[6]](#footnote-6) |
| Manhattan | Distance if following a grid-like path, turning corners | L1-Norm, Taxicab, City-Block, Footruler[[7]](#footnote-7), Rectilinear |
| Minkowski[[8]](#footnote-8) |  | Lp |
| Chebyshev | Distance along axis on which the objects show greatest absolute difference | Lmax-Norm, Chessboard |
| Text Analytics | Pearson Coefficient, Jaccard Similarity Coefficient |  |
| Vector Similarity | Cosine Similarity, TFIDF |  |

While string matching compares strings element-wise, distance metrics incorporate a spatial element, measuring the literal distance between two entities using algorithms seen in *Table 4*. The first three are inter-related, easy visualizes by plotting the entities to be reconciled on a preference space with x, y axes. A discerning eye anticipates the obvious limitation of these, that only a certain number of attributes is practical.

**Minkowski Distance** is the generalized distance between two points in a plane. Specialized forms include Euclidean, Manhattan and the less-common Chebyshev[[9]](#footnote-9).
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A great reference blog for the Minkowski Distance and its variations is http://bit.ly/1O0w3Xv.

## The Algorithms: Text Analytics.

In contrast to the Minkowski distances, which scale similarity on a scale of 0 to 1, **Pearson's Coefficient** scales from –1 to 1, in other words fitting similarity along a line, making it a better choice for non-normalized data and when attributes' scales are undefined. Mathematically, it is the ratio between two points' covariance and standard deviation.

The **Jaccard Similarity Coefficient** is mathematically the size, i.e., the existence of defined attributes using a binary 0/1, of the intersection of two points divided by the size of the union of the points. Bonus points if you noticed the repetition of Jaccard Coefficient in both String and Distance Metrics!

## The Algorithms: Vector Similarity.

First, a quick introduction to Vector Similarity. We construct a VSM (Vector Space Model) as a series of vectors quantifying frequency of a selected attribute inside a document. These vectors are subsequently assembled into a matrix, allowing easy algebraic manipulation. Two vector similarity functions are of particular note:

The widely-known bag of words model is enhanced to a 'bag of terms' with **TF-IDF**. Weighted TF-IDF incorporates local and global parameters, applying a logarithmic scale to account for a term's relative importance versus frequency of appearance. This allows the algorithm emphasize less-frequent terms' importance. TF-IDF normalizes any bias introduced into the vectors by keyword spanning, most commonly with the L2 (Euclidean) Norm. The equation is the row-wise multiple of two matrices:

TF (Term Frequency, the local parameter): matrix of vectors of selected terms' frequencies of appearance in each document

IDF (Inverse Document Frequency, the global parameter): diagonal matrix version of vector containing, for each term, the log of the number of documents divided by the number of documents in which the selected term appears
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**Cosine Similarity** is most useful when it is known that two points have a high proportion of non-shared attributes. Mathematically, the attributes are presented in a vector, allowing the algorithm to find the dot product of the two points. It measures the angle of the vector rather than the magnitude. Theoretically this results in the angle between the two points' attributes; a 90° angle is perfect dissimilarity.

## The Algorithms: Relational Matching.

Relational Matching algorithms retain many commonalities with Jaccard and Euclidean, but are mathematically differentiated since as a group do not satisfy triangular inequality. Practically speaking, while the aforementioned algorithms measure similarity between two documents, relational algorithms broaden the playing field, incorporating a third document's attributes into the mix.

While the **Tanimoto (Jaccard) Similarity Coefficient** is the same as the Jaccard Similarity Coefficient, the dissimilarity coefficient is where these two algorithms diverge. This is to say that Tanimoto is a proper similarity metric but its distance metric is not mathematically legal since it allows the two points to share commonality with a third point, causing it to disprove triangular inequality. In application, Tanimoto is preferred over Jaccard in cases when we want to allow the two points, themselves very different, to share commonalities with a third point. Mathematically, Tanimoto is the number of intersecting elements divided by the number of elements in either point.

**Dice's Coefficient** is mathematically the number of intersecting attributes divided into the total population of attributes, thus, as with Tanimoto, it shares a definition in its similarity metric version but Dice's dissimilarity coefficient is not the same as it does not satisfy triangle equality. Compared to Markowski's, Dice's coefficient is sensitive to hetergeneity in data sets and less sensitive to outliers.

A simplistic similarity measure is **Common Neighbors**, which predicts the likeness between two documents in terms of the number of common attributes each of those two documents independently shares with other documents.

**Adamic/Adar Weighted** modifies Common Neighbors to weight attributes that are shared infrequently relatively higher than those which are more common across all documents. Mathematically, this is accomplished by weighting a shared attribute's vector value with 1/ log of the number of times the attribute is shared across all documents.

|  |  |
| --- | --- |
| Table Hybrid Algorithms | |
| Jaro-Winkler | Jaro Distance modified to favor common prefixes |
| Monge-Elkan | Atomic Strings matching with Gotoh |
| Soft-TFIDF | A forgiving version of Cosine & Monge-Elkan |

## The Algorithms: Hybrid.

All seminal concepts experience merging with each other, thus, this section explains some well executed hybrid metrics derived from the ones above.

**Jaro-Winkler** is a hybrid algorithm with its roots in Jaro Distance, edit distance, but incorporates Cosine Similarity’s approach towards strings with high degree of dissimilarity and TF-IDF’s concept of applying a weight to certain elements. It improves on the basic Jaro Distance by accommodating for strings with a common prefix, effectively biasing its matching to favor similarity between two otherwise-dissimilar strings who share a common prefix.

![http://sibiryakov.eu/wp-content/uploads/2011/11/monge-elkan.gif](data:image/gif;base64,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) **Monge-Elkan** is sometimes considered synonymously with Smith-Waterman Edit Distance, but the two are differentiated as Monge-Elkan uses the Gotoh Distance. The confusion is understandable, as Gotoh amends Smith-Waterman distance by accommodating affine gaps. Practically, it applies the combined power of Levenstein and Jaro Similarity Measures to n-Gram subsets of strings (called *atomic strings*). Mathematically, Monge-Elkan uses Gotoh edit distance to evaluate atomic strings against each other. Before deciding on Monge-Elkan you should understand how sensitive your matching is to the symmetry of your strings, i.e., if one string is longer than the other. It has quadratic time complexity due to its recursive calculations.

Figure http://bit.ly/1W3zC7v

**Soft-TFIDF** adds a forgiveness factor to Cosine Similarity and Monge-Elkan, which are intolerant of spelling errors as they roll along atomic strings in the order of appearance by incorporating TF-IDF’s concept of matrix of terms (i.e., letters) to develop an internal frequency per Atomic string. Soft-TFIDF calculates an inner score comparator, thus allowing partial matches.

## Implementation

There it is. Hopefully Part I of this two-part post solidifies the purpose behind the most popular entity resolution algorithms, giving you an idea of which ones work best for your immediate needs. The next step is, of course, implementation. Before embarking on Part II of this post, consciously decide whether you will implement a Learning- or Non-Learning-Based Matching approach, detailed in *Table 5*. The latter approach, as characteristic of machine learning, minimizes human interaction.

Stay tuned for Part II of this post, which will cover implementation in both Python and R. The programming deities have generously built packages inside both of these languages to ease implementation and we will guide you through them.

|  |  |  |
| --- | --- | --- |
| *Table 7 Learning vs.Non-Learning Metrics* | | |
| Approach | Non-Learning-Based Matching (Probabilistic) | Learning Based Matching |
| General | Edit Distance | 2 phases: model generation, model application |
|  | Single or Conjunctive Match |  |
| Requirements | Similarity Threshold as parameter. Apply threshold-based selection of the matching entity pairs | Model generation needs training dataset w/ manually labeled boolean correspondences |
| Examples | PPJoin+ Cosine  PPJoin+ Jaccard  Fellagi Sunter Trigram  Fellagi Sunter TokenSet  Fellagi Sunter Winkler | FEBRL SVM (Freely Extensible Biomedical Record Linkage)  MARLIN (Multiple Adaptive Record Linkage w/ Induction) has 2 string similarity measures (edit distance, cosine) & several learners (SVM, decision trees) |

1. http://jeffjonas.typepad.com/jeff\_jonas/2007/09/entity-resoluti.html [↑](#footnote-ref-1)
2. D-Dupe is a Python implementation of active learning. [↑](#footnote-ref-2)
3. http://linqs.cs.umd.edu/projects//Tutorials/ER-AAAI12/ER\_Tutorial\_part2.pdf [↑](#footnote-ref-3)
4. Blocking is not the subject of this paper, however, please refer to <insert blog- thought I saw one by Ben?> [↑](#footnote-ref-4)
5. When triangle inequality differentiates one algorithm from another we will insert a third record [↑](#footnote-ref-5)
6. For two vectors of ranked ordinal variables, aka, Spearman Distance [↑](#footnote-ref-6)
7. For two vectors of ranked ordinal variables, aka, Footruler Distance [↑](#footnote-ref-7)
8. http://bit.ly/21jyR9G [↑](#footnote-ref-8)
9. Not covered in this blog [↑](#footnote-ref-9)